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Abstract—This paper studies the error probability of
maximum-likelihood (ML) decoding for a special case of the
deletion channel, referred by the t-deletion channel, which
deletes exactly t symbols of the transmitted word uniformly at
random. The goal of the paper is to understand how an ML de-
coder operates in order to minimize the average decoding error
probability (as opposed to the average decoding failure proba-
bility). A full characterization of the ML decoder for this setup
is given for a channel that deletes one or two symbols, that is,
t = 1, 2. For t = 1 it is shown that if the code is the entire space
then the ML decoder is the lazy decoder which simply returns
the channel output. Similarly, for t = 2 it is shown that the ML
decoder acts as the lazy decoder in almost all cases and for the
rest, when the longest run is significantly long, it prolongs the
longest run by exactly one symbol.

Index Terms—Deletion channel, insertion channel, sequence
reconstruction.

I. INTRODUCTION

Codes correcting insertions/deletions recently attracted con-
siderable attention due to their relevance to the special error
behavior in DNA-based data storage [3], [22], [25], [30], [32],
[33], [42], [43]. These codes are relevant for other applications
in communication models. For example, insertions/deletions
happen during the synchronization of files and symbols of
data streams [34] or due to over-sampling and under-sampling
at the receiver side [12]. The algebraic concepts correcting in-
sertions/deletions date back to the 1960s when Varshamov and
Tenengolts designed a class of binary codes, nowadays called
VT codes [39]. These codes were originally designed to correct
a single asymmetric error and later were proven to correct a
single insertion/deletion [26]. Extensions for multiple deletions
were recently proposed in several studies; see e.g. [4], [16],
[35], [36]. However, while codes correcting substitution er-
rors were widely studied and efficient capacity achieving codes
both for short and large block lengths are used conventionally,
much less is known for codes correcting insertions/deletions.
More than that, even the deletion channel capacity is far from
being solved [6]–[8], [10], [28], [29], [31].

There are two main models which are studied for deletion
errors. While in the first one, the goal is to correct a fixed num-
ber of deletions in the worse case, for the second one, which
corresponds to the channel capacity of the deletion channel,
one seeks to construct codes which correct a fraction p of
deletions with high probability [5], [7], [9], [11], [13], [15],
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[23], [24], [29], [38], [40]. This paper considers a combination
of these two models. In this channel, referred as the t-deletion
channel, t symbols of the transmitted word are deleted uni-
formly at random. Consider for example the case of t = 1,
i.e., one of the n transmitted symbols is deleted, each with
the same probability. In case the transmitted word belongs to
a single-deletion-correcting code then clearly it is possible to
successfully decode the transmitted word. However, if such er-
ror correction capability is not guaranteed in the worst case,
two approaches can be of interest. In the first, one may output
a list of all possible transmitted words, that is, list decoding for
deletion errors as was studied recently in several works; see
e.g. [18]–[21], [23], [27], [41]. The second one, which is taken
in the present work, seeks to output a word that minimizes the
decoding error probability. This channel was also studied in
several previous works. In [17], the author studied the maxi-
mal length of words that can be uniquely reconstructed using a
sufficient number of channel outputs of the t-deletion channel
and calculated this maximal length explicitly for n− t 6 6.
In [2], the goal was to study the entropy of the set of the po-
tentially channel input words given a corrupted word from a
channel that deletes either one or two bits. The minimum and
maximum values of this entropy value were explored. Another
variation of this channel was studied in [1].

Mathematically speaking, assume S is a channel that is char-
acterized by a conditional probability PrS{y rec. |x trans.},
for every pair (x, y) ∈ (Σ∗q)

2. A decoder for a code C with
respect to the channel S is a function D : Σ∗q → C. Its av-
erage decoding failure probability is the probability that the
decoder output is not the transmitted word. The maximum-
likelihood (ML) decoder for C with respect to S, denoted by
DML, outputs a codeword c ∈ C that maximizes the proba-
bility PrS{y rec. |c trans.}. This decoder minimizes the av-
erage decoding failure probability and thus it outputs only
codewords. However, if one seeks to minimize the average
decoding error probability, then the decoder should consider
non-codewords as well. The average decoding error probabil-
ity is the average normalized distance between the transmitted
word and the decoder’s output, where the distance function
depends upon the channel of interest. The goal of this work
is to study the ML∗ decoder, which outputs words that mini-
mize the average decoding error probability, for the t-deletion
channel.

The rest of the paper is organized as follows. Section II
presents the formal definition of channel transmission and
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maximum likelihood decoding in order to minimize the av-
erage decoding error probability. This section introduces
also the t-deletion channel. Section III studies the 1-deletion
channel. It introduces two types of decoders. The first one,
referred as the embedding number decoder, maximizes the
so-called embedding number between the channel output and
all possible codewords. The second one is called the lazy
decoder and it simply returns the channel output. The main
result of this section states that if the code is the entire space
then the ML∗ decoder is the lazy decoder. Similarly, Sec-
tion IV studies the 2-deletion channel where it is shown that
in almost all cases the ML∗ decoder should act as the lazy
decoder and in the rest of the cases it returns a length-(n− 1)
word which maximizes the embedding number. Due to the
lack of space some of the proofs are omitted from this pa-
per, however they can be found in the extended version of
the paper [?].

II. DEFINITIONS AND PRELIMINARIES

Denote by Σq = {0, . . . , q− 1} the alphabet of size q and
Σ∗q ,

⋃∞̀
=0 Σ

`
q. The length of x ∈ Σn is denoted by |x| =

n. The Levenshtein distance between two words x, y ∈ Σ∗q ,
denoted by dL(x, y), is the minimum number of insertions
and deletions required to transform x into y, and dH(x, y)
denotes the Hamming distance between x and y, when |x| =
|y|. For a word x ∈ Σ∗q and a set of indices I ⊆ [|x|], the
word xI is the projection of x on the indices of I which is
the subsequence of x received by the symbols in the entries of
I. For two words x, y ∈ Σ∗q , the number of times that y can
be received as a subsequence of x is called the embedding
number of y in x [2], [14], [37], defined by Emb(x; y) =
|{I ⊆ [|x|] | xI = y}|. Note that if y is not a subsequence
of x then Emb(x; y) = 0.

The radius-r insertion ball of a word x ∈ Σ∗q , denoted by
Ir(x), is the set of all supersequences of x of length |x|+ r.
From [26] it is known that Ir(x) = ∑

r
i=0 (

|x|+r
i ). Similarily,

the radius-r deletion ball of a word x ∈ Σ∗q , denoted by Dr(x),
is the set of all subsequences of x of length |x| − r.

We consider a channel S that is characterized by a condi-
tional probability PrS, defined by PrS{y rec. |x trans.}, for
all (x, y) ∈ (Σ∗q)

2. Note that the lengths of the input and out-
put words may not be the same as we consider deletions in
this work. A decoder for a code C with respect to the chan-
nel S is a function D : Σ∗q → C. Its average decoding failure

probability is defined by Pfail(S, C ,D) = ∑c∈C Pfail(c)
|C| , where

Pfail(c) = ∑
y:D(y) 6=c

PrS{y rec. |c trans.}.

We will mostly be interested in the average decoding error
probability which is the average normalized distance between
the transmitted word and the decoder’s output. The distance
will depend upon the channel. For example, for the BSC
one should consider the Hamming distance, while for inser-
tion/deletion channels, the Levenshtein distance will be of
interest. Hence, for a channel S, distance function d, and a
decoder D, we let Perr(S, C ,D, d) = ∑c∈C Perr(c,d)

|C| , where

Perr(c, d) = ∑
y:D(y) 6=c

d(D(y), c)
|c| · PrS{y rec. |c trans.}.

The maximum-likelihood (ML) decoder for C with respect
to a channel S, denoted by DML, outputs a codeword c ∈ C
that maximizes the probability PrS{y rec. |c trans.}. That is,
for y ∈ Σ∗q , DML(y) = arg maxc∈C {PrS{y rec. |c trans.}}.
It is well known that for the BSC, the ML decoder chooses
the closest codeword with respect to the Hamming distance.

Note that channels which introduce deletions or insertions
change the sequence’s length. If the goal is to minimize the
average decoding failure probability then clearly the decoder’s
output should be a codeword as there is no point in outputting
a non-codeword. However, if one seeks to minimize the aver-
age decoding error probability, then the decoder should con-
sider non-codewords as well. Therefore, we present here the
ML∗ decoder, which is an alternative definition of the ML
decoder that takes into account non-codewords and in par-
ticular words with different length than the code length. The
maximum-likelihood∗ (ML∗) decoder for C with respect to a
channel S, denoted by DML∗ , should output words that mini-
mize the average decoding error probability Perr(S, C ,D, d):

Perr(S, C ,D, d) =
1
|C| ∑

c∈C
Perr(c, d)

=
1
|C| ∑

c∈C
∑

y:D(y) 6=c

d(D(y), c)
|c| · PrS{y rec. |c trans.}

(a)
=

1
|C| ∑

y∈Σ∗q
∑

c:D(y) 6=c

d(D(y), c)
|c| PrS{y rec. |c trans.},

where in (a) we switched the summation order, while taking
into account all possible channel’s outputs. For every y ∈ Σ∗q ,

denote the value ∑c:D(y) 6=c
d(D(y),c)
|c| PrS{y rec. |c trans.} by

fy(D(y)) and if D(y) is some arbitrary value x, this value
is denoted by fy(x). Thus, the ML∗ decoder is defined as

DML∗(y) = argmin
x∈Σ∗q
{ fy(x)}.

In this paper we study the ML∗ decoder for a special case
of the deletion channel that is denoted by t-Del and is re-
ferred as the t-deletion channel. In this channel, defined also
in [17], exactly t symbols of the transmitted word are deleted.
The t symbols are selected randomly and independently out
of the (n

t) options to delete t out of the n symbols, where
n is the word length. Note that it may happen that different
deletion patterns will still result with the same output. In this
work, whenever the set arg minx∈Σ∗q{ fy(x)} contains more
than one word, we assume that DML∗(y) returns a word of
minimum length. Section III is dedicated for the case of t = 1,
while in Section IV the t = 2 case is solved. In both cases we
provide a full characterization of the ML∗ decoder and its av-
erage decoding error probability when the code is Σn

2 . In the
analysis to follow in this paper, when the channel being dis-
cussed is clear from the context, the conditional probability
PrS{y rec. |c trans.} will be denoted by p(y|c).

III. THE 1-DELETION CHANNEL

In this section we consider the 1-deletion channel which
deletes one symbol randomly. Given a single-deletion-
correcting code, any channel output can be easily decoded,
and therefore for the rest of this section we assume that the
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given code is not a single-deletion-correcting code. We start
by examining two types of decoders for this channel. The
first decoder, referred as the embedding number decoder and
denoted by DEN , returns for a channel output y the word
DEN(y) which is a codeword in the code C that maximizes
the embedding number of y in DEN(y). That is,

DEN(y) = arg max
c∈C

{Emb(c; y)},

where, for now, if there is more than one such a word the
decoder chooses one of them arbitrarily. The second de-
coder, referred as the lazy decoder, is denoted by DLazy. For
a channel output y, DLazy simply returns y as the output,
i.e., DLazy(y) = y. Note that the lazy decoder does not re-
turn a codeword. Additionally, dL(DLazy(y), c) = 1 since
y ∈ D1(c) and hence, the average decoding error probability
of the lazy decoder is 1

n , when n is the code length.
In the main result of this section, presented in Theorem 11,

we prove for S = 1-Del and C = Σn
2 , that DLazy performs at

least as good as any other decoder, and hence DLazy = DML∗ .
For the rest of this section it is assumed that C ⊆ Σn

2 and
S = 1-Del. Under this setup, the Levenshtein distance between
the lazy decoder’s output y and the transmitted word c is al-
ways dL(y, c) = 1, since y ∈ D1(c). Hence, the following
lemma follows immediately.

Lemma 1. The average decoding error probability of the lazy
decoder DLazy under the 1-deletion channel 1-Del is

Perr(1-Del, C ,DLazy, dL) =
1
n

.

Proof: The average decoding error probability of the lazy
decoder for each codeword c is calculated as follows.

Perr(c, dL) = ∑
y:DLazy(y) 6=c

dL
(
DLazy(y), c

)
|c| p(y|c)

= ∑
y∈D1(c)

1
n

p(y|c) = 1
n

.

Since this is true for every c ∈ C, we get that

Perr(1-Del, C ,DLazy, dL) =
1
n
· |C| · 1

|C| =
1
n

.

We can now show that the lazy decoder is preferable, with
respect to the average decoding error probability, over any de-
coder that outputs a word of the same length as its input.

Lemma 2. Let D : (Σ2)
n−1 → (Σ2)

n−1 be a general decoder
that preserves the channel’s output length word length. It fol-
lows that

Perr(1-Del, C ,D, dL) > Perr(1-Del, C ,DLazy, dL),

and for C = (Σ2)
n equality is obtained if and only if D =

DLazy.

Proof: Equality is trivial when D = DLazy. Furthermore,
since for every y ∈ C it holds that |D(y)| = n − 1, it is

deduced that dL(c,D(y)) > 1. Hence, similarly to the proof
of Lemma 1, it is easy to verify that

Perr(1-Del, C ,D, dL) >
1
n
= Perr(1-Del, C ,DLazy, dL),

where the last equality follows from Lemma 1.
Let us now assume that D 6= DLazy, i.e., there exists z ∈

(Σ2)
n−1 such that D(z) = z′ 6= z. Since z′ 6= z we get

that I1(z′) 6= I1(z), i.e., there exists a word c ∈ (Σ2)
n such

that c ∈ I1(z) and c /∈ I1(z′). Equivalently, z ∈ D1(c) and
z′ /∈ D1(c), and so dL(c, z′) > 3 (at least one more deletion
and one more insertion are needed in addition to the insertion
needed for every word in the deletion ball).

Hence, it is derived that

Perr(c, dL) = ∑
y∈D1(c)

dL(D(y), c)
n

p(y|c)

> ∑
y∈D1(c)\{z}

1
n

p(y|c) + dL(D(z) = z′, c)
n

· p(y|c)

> ∑
y∈D1(c)

1
n

p(y|c) = 1
n

.

If C = (Σ2)
n it must hold that c ∈ C, and so

Perr(1-Del, (Σ2)
n,D, dL) >

|C| − 1
|C| ·

1
n
+

1
|C|Perr(c, dL) >

1
n

.

Combining with Lemma 1 again completes the proof.
Before examining the performance of the embedding num-

ber decoder, we first discuss its properties over the 1-deletion
channel. It is first shown that a decoder that prolongs an arbi-
trary run of maximal length within the input word is equivalent
to the embedding number decoder.

Lemma 3. Given y ∈ (Σ2)
n−1, the word x̂ ∈ (Σ2)

n obtained
by prolonging a run of maximal length in y satisfies

Emb(x̂; y) = max
x∈Σn

2

{Emb(x; y)}.

Proof: Let y be a word with nr runs of lengths
r1, r2, . . . , rnr . Let x0 be any word obtained from y by cre-
ating a new run of length one, and so Emb(x0; y) = 1. Let
xi , 1 6 i 6 nr be the word obtained from y by prolonging
the i-th run by one, and so Emb(xi ; y) = ri + 1. Hence, it
follows that

arg max
06i6nr

{Emb(xi ; y)} = arg max
06i6nr

{ri + 1},

where by definition r0 = 0.

According to Lemma 3, we can arbitrarily choose the de-
coder that prolongs the first run of maximal length as the
embedding number decoder.

Definition 4. The embedding number decoder DEN prolongs
the first run of maximal length in y by one. A decoder D that
prolongs one of the runs of maximal length in y by one is said
to be equivalent to the embedding number decoder, and is de-
noted by D ≡ DEN.
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The following lemmas will be stated for the embedding num-
ber decoder for the simplicity of the proofs, but unless stated
otherwise they hold for any decoder D for which D ≡ DEN.

Lemma 5. For every codeword c ∈ C, the embedding number
decoder satisfies

Perr(c, dL) =
2
n
· ∑

y∈D1(c)

Emb(c; y)
n

· I{DEN(y) 6= c}.

Proof: Let c ∈ C be a codeword and let y ∈ D1(c) be
a channel output such that DEN(y) 6= c. Since DEN(y) can
be obtained from a word in D1(c) by one insertion, it follows
that dL(DEN(y), c) = 2. Thus,

Perr(c, dL) = ∑
y:DEN(y) 6=c

dL (DEN(y), c)
|c| p(y|c)

=
2
n ∑

y∈D1(c)
p(y|c) · I{DEN(y) 6= c}

=
2
n
· ∑

y∈D1(c)

Emb(c; y)
n

· I{DEN(y) 6= c}.

For y ∈ D1(c), we get DEN(y) = c if and only if the
deletion occurred within the run corresponding to the first run
of maximal length in y. Hence, the embedding number de-
coder will fail at least for any deletion occurring outside of
the first run of maximal length in c. This observation will
be used in the proof of the Lemma 6. Before presenting this
proof, one more definition is introduced. For a word x ∈ Σn

2 ,
we denote by τ(x) the length of its maximal run. For exam-
ple τ(00111010) = 3 and τ(01010101) = 1. For a code
C ⊆ Σn

2 , we denote by τ(C) the average length of the maxi-
mal runs of its codewords. That is,

τ(C) = ∑c∈C τ(c)
|C| .

Furthermore, if N(r), for 1 6 r 6 n denotes the number of
codewords in C in which the length of their maximal run is
r, then τ(C) = ∑

n
r=1 r·N(r)
|C| . We are now ready to present a

lower bound on the average decoding error probability of the
embedding number decoder.

Lemma 6. The average decoding error probability of the em-
bedding number decoder DEN satisfies

Perr(1-Del, C ,DEN, dL) >
2
n
·
(

1− τ(C)
n

)
.

Proof: Let Cr ⊆ C be the subset of codewords with max-
imal run length of r, and let its size be denoted by N(r). For
any codeword c, any deletion outside of the first run of max-
imal length will result in a decoding failure. Since the sum

∑
y∈D1(c)

Emb(c; y)
n

· I{DEN(y) 6= c}

is equivalent to counting the indices in c in which a deletion
will result in a decoding failure, using Lemma 5 we get that
for every c ∈ Cr,

Perr(c, dL) >
2
n
· n− r

n
,

and the average decoding error probability becomes

Perr(1-Del, C ,DEN, dL) =
1
|C| ∑

c∈C
Perr(c, dL)

=
1
|C|

n

∑
r=1

∑
c∈Cr

Perr(c, dL) >
1
|C|

n

∑
r=1

∑
c∈Cr

2
n
· n− r

n

=
1
|C|

2
n

n

∑
r=1

N(r)
(

1− r
n

)
=

2
n

(
1− 1

n
∑

n
r=1 r · N(r)
|C|

)
=

2
n
·
(

1− τ(C)
n

)
.

For the special case of C = (Σ2)
n, the next claim is proved

in Appendix A.

Claim 7. For all n > 1 it holds that τ((Σ2)
n) 6 2 log2(n).

The rest of this section will focus on the case for which
C = (Σ2)

n. We will now show that the embedding number
decoder is preferable over any decoder that outputs a word of
the original codeword length.

Lemma 8. Let D : (Σ2)
n−1 → (Σ2)

n be a general decoder
that prolongs the input length by one. It follows that

Perr(1-Del, C ,D, dL) > Perr(1-Del, C ,DEN, dL). (1)

and equality is obtained if and only if D ≡ DEN.

Proof: We have the following sequence of equalities and
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inequalities

Perr(1-Del, C ,D, dL) =
1
|C| ∑

c∈C
∑

y:D(y) 6=c

dL(D(y), c)
|c| p(y|c)

(a)
=

1
|C| ∑

y∈(Σ2)n−1
∑

c∈I1(y)

dL(D(y), c)
|c| p(y|c)

(b)
>

1
|C| ∑

y∈(Σ2)n−1

2
n

 ∑
c∈I1(y)

p(y|c)

− p(y|D(y))


=

2
n|C| ∑

y∈(Σ2)n−1
∑

c∈I1(y)
p(y|c)− 2

n|C| ∑
y∈(Σ2)n−1

p(y|D(y))

(c)
=

2
n|C| ∑

y∈(Σ2)n−1
∑

c∈I1(y)
p(y|c)

− 2
n2|C| ∑

y∈(Σ2)n−1

Emb(D(y); y)

(d)
>

2
n|C| ∑

y∈(Σ2)n−1
∑

c∈I1(y)
p(y|c)

− 2
n2|C| ∑

y∈(Σ2)n−1

max
c∈C
{Emb(c; y)}

(e)
>

2
n|C| ∑

y∈(Σ2)n−1
∑

c∈I1(y)
p(y|c)

− 2
n2|C| ∑

y∈(Σ2)n−1

Emb(DEN(y); y)

= Perr(1-Del, C ,DEN, dL),

where (a) is a result of replacing the order of summa-
tion, (b) holds since for every c such that D(y) 6= c
we get dL(D(y), c) > 2, and for c∗ = D(y) we get
dL(D(y), c∗) = 0, (c) is obtained by the definition of the
1-deletion channel, and in (d) we simply choose the word
that maximizes the value of Emb(c; y), which is the defini-
tion of the ML decoder as derived in step (e). From steps (b)
and (e) it also follows that equality is obtained if and only if
D ≡ DEN.

It can now be shown that in this case, the lazy decoder is
preferable over the embedding number decoder.

Lemma 9. For every n > 17 it holds that

Perr(1-Del, (Σ2)
n,DEN, dL) > Perr(1-Del, (Σ2)

n,DLazy, dL).

Proof: For C = (Σ2)
n, from Claim 7, we have that

τ(C) 6 2 log2 n. Since for every n > 17 it follows that
2 log2(n) < n/2, using Lemma 6 we get that

Perr(1-Del, (Σ2)
n,DEN, dL) >

2
n
·
(

1−
2 log2(n)

n

)
>

1
n

.

For the rest of this paper we assume n > 17. Next, we
examine a hybrid decoder which returns words of length ei-
ther n− 1 or n and it will be shown that the lazy decoder is
preferable over any hybrid decoder either.

Lemma 10. Let D : (Σ2)
n−1 → (Σ2)

n−1 ∪ (Σ2)
n be a gen-

eral decoder that either preserves the word length or prolongs it
by one. Then, it holds that

Perr(1-Del, (Σ2)
n,D, dL) > Perr(1-Del, (Σ2)

n,DLazy, dL).

Proof: Let D be a decoder as defined in the lemma. Sim-
ilarly to the proof of Lemma 8, by definition,

Perr(1-Del, (Σ2)
n,D, dL) =

1
|C| ∑

c∈C
∑

y:D(y) 6=c

dL(D(y), c)
|c| p(y|c)

=
1
|C| ∑

y∈(Σ2)
n−1

∑
c∈I1(y)

dL(D(y), c)
|c| p(y|c)

>
2

n|C| ∑
y∈(Σ2)

n−1

|D(y)|=n

 ∑
c∈I1(y)

p(y|c)− p(y|D(y))


+

1
n|C| ∑

y∈(Σ2)
n−1

|D(y)|=n−1

∑
c∈I1(y)

p(y|c). (2)

We first show that for each y ∈ (Σ2)
n−1 such that |D(y)| =

n it holds that

2 ∑
c∈I1(y)

p(y|c)− 2p(y|D(y)) > ∑
c∈I1(y)

p(y|c). (3)

This is proved by verifying that

2 ∑
c∈I1(y)

p(y|c)− 2p(y|D(y))− ∑
c∈I1(y)

p(y|c)

= ∑
c∈I1(y)

p(y|c)− 2p(y|D(y))

(a)
= ∑

c∈I1(y)
c 6=D(y)

p(y|c) + p(y|D(y))− 2p(y|D(y))

(b)
> ∑

c∈I1(y)
c 6=D(y)

1
n
− p(y|D(y))

(c)
> 1− p(y|D(y) > 0,

where in (a) we split the summation of c ∈ I1(y) into two
parts when D(y) ∈ I1(y) and note that this equality holds
also when D(y) /∈ I1(y). In (b) we used the inequality
p(y|c) > 1/n when c ∈ I1(y) and lastly in (c) the size of
the set I1(y) \ {D(y)} is at least n since I1(y)| = n + 1.

Lastly, combining (2) and (3) and remembering that
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dL(c,DLazy(y)) = 1 we have that

Perr(1-Del, (Σ2)
n,D, dL)

>
1

n|C|

 ∑
y∈(Σ2)

n−1

|D(y)|=n

∑
c∈I1(y)

p(y|c) + ∑
y∈(Σ2)

n−1

|D(y)|=n−1

∑
c∈I1(y)

p(y|c)


=

1
n|C| ∑

y∈(Σ2)
n−1

∑
c∈I1(y)

p(y|c)

=
1
|C| ∑

y∈(Σ2)
n−1

∑
c∈I1(y)

dL(c,DLazy(y))
|c| p(y|c)

=
1
|C| ∑

c∈C
∑

y:DLazy(y) 6=c

dL(c,DLazy(y))
|c| p(y|c)

= Perr(1-Del, (Σ2)
n,DLazy, dL).

Finally, it is shown that the lazy decoder is preferable over
any other type of decoder that returns words of any length.

Theorem 11. For any decoder D : Σn−1
2 → Σ∗2 ,

Perr(1-Del, Σn
2 ,D, dL) > Perr(1-Del, Σn

2 ,DLazy, dL).

Proof: Let D be a decoder as defined in the theorem.
By Lemma 10, the theorem holds for any hybrid decoder
and therefore we can assume that D is not a hybrid decoder.
Hence, there exists at least one channel output y′, such that,
D(y′) is neither of length n, nor of length n − 1. We con-
sider the following two cases.
Case 1: |D(y′)| /∈ {n− 1, n, n+ 1}, and thus dL(D(y′), c) >
2. As was done in the proof of Lemma 8, by definition we

have the following

Perr(1-Del, (Σ2)
n,D, dL)

=
1
|C| ∑

y∈(Σ2)n−1
∑

c∈I1(y)

dL(D(y), c)
|c| p(y|c)

(a)
>

1
n|C| ∑

y∈(Σ2)
n−1

|D(y)|=n±1

∑
c∈I1(y)

p(y|c)

+
1
|C| ∑

y∈(Σ2)
n−1

|D(y)|=n

∑
c∈I1(y)

dL(D(y), c)
|c| p(y|c)

+
1
|C| ∑

y∈(Σ2)
n−1

|D(y)|/∈{n,n±1}

∑
c∈I1(y)

dL(D(y), c)
|c| p(y|c)

(b)
>

1
n|C| ∑

y∈(Σ2)
n−1

|D(y)|∈{n,n±1}

∑
c∈I1(y)

p(y|c)

+
1
|C| ∑

y∈(Σ2)
n−1

|D(y)|/∈{n,n±1}

∑
c∈I1(y)

dL(D(y), c)
|c| p(y|c)

(c)
>

1
n|C| ∑

y∈(Σ2)n−1
∑

c∈I1(y)
p(y|c) = 1

n
,

where (a) follows from the face that if |D(y)| = n± 1, then
dL(D(y), c) > 1 for each c ∈ I1(y), (b) is obtained us-
ing the inequalities in (2) and (3), and (c) is obtained from
the fact that whenever |D(y)| /∈ {n, n ± 1}, we have that
dL(D(y), c) > 2 for each c ∈ I1(y) and this summation is
not empty. The last equality results from the summing over
all probabilities.
Case 2: |D(y′)| = n + 1. If D(y′) is not the alternating
word, then |D1(D(y′))| 6 n, i.e., there are at most n words
of length n of distance 1 from D(y′). Since |I1(y′)| = n+ 1,
there is at least one word c ∈ I1(y′) such that dL(D(y′), c) >
1. Using this observation and as was done in the first case of
this proof we derive that

Perr(1-Del, (Σ2)
n,D, dL)

=
1
|C| ∑

y∈(Σ2)n−1
∑

c∈I1(y)

dL(D(y), c)
|c| p(y|c)

>
1

n|C| ∑
y∈(Σ2)

n−1

|D(y)|=n−1

∑
c∈I1(y)

p(y|c)

+
1
|C| ∑

y∈(Σ2)
n−1

|D(y)|=n

∑
c∈I1(y)

dL(D(y), c)
|c| p(y|c)

+
1
|C| ∑

y∈(Σ2)
n−1

|D(y)|=n+1

∑
c∈I1(y)

dL(D(y), c)
|c| p(y|c)

>
1

n|C| ∑
y∈(Σ2)n−1

∑
c∈I1(y)

p(y|c) = 1
n

,



7

where the last inequality results from the words y′, c which
satisfy dL(D(y′), c) > 1 That is, it is concluded that

Perr(1-Del, (Σ2)
n,D, dL) >

1
n
= Perr(1-Del, (Σ2)

n,DLazy, dL).

Note that, for the special case where D(y′) is the alternating
sequence of length n + 1, |I1(y′)| = |D1(D(y′))| = n + 1,
which implies that inequality (a) is a weak inequality.

Theorem 11 verifies that DLazy minimizes the average de-
coding error probability for the case when C = Σn

2 , which
implies that DLazy is the ML∗ decoder for the 1-deletion chan-
nel.

IV. THE 2-DELETION CHANNEL

In this section we consider the case of a single 2-deletion
channel over a code which is the entire space, i.e., C = Σn

2 .
In this setup, a word x ∈ Σn

2 is transmitted over the chan-
nel 2-Del, where exactly 2 symbols from x are selected and
deleted, resulting in the channel output y ∈ Σn−2

2 . We con-
struct a decoder that is based on the lazy decoder and on a
variant of the embedding number decoder and prove that it
minimizes the average decoding error probability, that is, we
explicitly find the ML∗ decoder for the 2-Del channel.

Recall that the average decoding error probability of a de-
coder D over a single 2-deletion channel is defined as

Perr(D) =
1
|C| ∑

c∈C
∑

y∈Σn−2
2

Perr(c)

=
1

|C| · |c| ∑
c∈C

∑
y:D(y) 6=c

dL(D(y), c) · p(y|c).

We can rearrange the sum as follows

Perr(D) =
1

|C| · |c| ∑
y∈Σn−2

2

∑
c∈C

dL(D(y), c) · p(y|c).

As mentioned before we denote ∑c:D(y) 6=c
dL(D(y),c)
|c| p(y|c)

by fy(D(y)). Recall that, a decoder that minimizes fy(D(y))
for any channel output y ∈ Σn−2

2 , also minimizes the aver-
age decoding error probability. Hence, when comparing two
decoders, it is enough to compare fy(D(y)) for each channel
output y.

Before we continue, two more families of decoders are in-
troduced. The maximum likelihood* of length m, denoted by
Dm

ML∗ , is the decoder that for any given channel output y re-
turns a word x of length m that minimizes fy(x). That is,

Dm
ML∗(y) = argmin

x∈Σm
2

{ fy(x)}.

The embedding number decoder of length m, denoted by
Dm

EN , is the decoder that for any given channel output y re-
turns a word x of length m that maximizes the embedding
number of y in x. That is,

Dm
EN(y) = arg max

x∈Σm
2

{Emb(x; y)}.

In these decoders’ definitions, and unless stated otherwise, if
there is more than one word x that optimizes these expres-
sions, the decoder chooses one of them arbitrarily.

Similarly to the analysis of the 1-Del channel in Sec-
tion III, any embedding number decoder prolongs existing
runs in the word y. The following lemma proves that any
embedding number decoder of length m > |y| prolongs at
least one of the longest runs in y by at least one symbol.

Lemma 12. Let y ∈ Σn−2
2 be a channel output. For any m >

|y|, the decoder Dm
EN prolongs one of the longest runs of y by

at least one symbol.

Proof: Assume that the number of runs in y is ρ(y) = t
and let r j denote the length of the j-th run for 1 6 j 6 t.
Assume to the contrary that none of the longest runs in y was
prolonged and let i′ be one of the indices of the longest runs
in y that was prolonged by the decoder Dm

EN and note that
ri > ri′ . However, if the decoder will instead prolong the i-th
run in y with the same number of symbols as the i′-th run
was prolonged, we will get a word that strictly increases the
embedding number, in contradiction.
For simplicity, we assume that in the case where there are
two or more longest runs in y, the embedding number de-
coder Dm

EN for m > |y| necessarily chooses to prolong the
first ones. Moreover, if there is more than one option that max-
imize the embedding number, the embedding number decoder
Dm

EN will choose the one that prolongs the least number of
runs.

In the following lemma a useful property about Dn
EN , the

embedding number decoder of length n, is given.

Lemma 13. Let y ∈ Σn−2
2 be a channel output. Assume that

the number of runs in y is ρ(y) = k and let ri denote the length
of the i-th run for 1 6 i 6 t. In addition, let the i-th and the
j-th runs be the two longest runs in y, such that ri > r j. The
decoder Dn

EN operates as follows.
1) If ri > 2r j, the decoder prolongs the i-th run by two sym-

bols.
2) If ri < 2r j, the decoder prolongs the i-th and the j-th runs,

each by one symbol.

Proof: The embedding number decoder in this case has
two options. The first one is to prolong one of the runs in y
by two symbols and the second is to prolong two runs in y
each by one symbol. We ignore the option of creating new
runs since it won’t increase the embedding number. Thus, the
maximum embedding number value is given by

max
{

max
16s<`6k

{(
rs + 1

1

)
·
(

r` + 1
1

)}
, max

16s6k

(
rs + 2

2

)}
= max

{
max

16s<`6k
{(rs + 1)(r` + 1)} , max

16s6k

{
(rs + 1)(rs + 2)

2

}}
= max

{
(ri + 1)(r j + 1),

(ri + 1)(ri + 2)
2

}
.

Finally, in order to determine the option which maximizes the
embedding number, it is left to compare between (ri + 1)(r j +

1) and (ri+1)(ri+2)
2 . Thus, the decoder Dn

EN choses the first
option, i.e., prolonging the longest run in two symbols, if and
only if ri+2

2 > (r j + 1) which is equivalent to ri > 2r j.
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In the rest of this section we prove several properties on
DML∗ , the ML∗ decoder for a single 2-deletion channel and
lastly in Theorem 25 we construct this decoder explicitly. Un-
less specified otherwise, we assume that DML∗ returns a word
with minimum length that minimizes fy(D(y)).

Lemma 14. For a channel output y ∈ Σn−2
2 , it holds that

n− 2 6 |DML∗(y)| 6 n + 1.

Proof: Let y ∈ Σn−2
2 be a channel output and assume to

the contrary that |DML∗(y)| > n + 2 or |DML∗(y)| 6 n− 3.
In order to show a contradiction, we prove that

∑
c∈I2(y)

dL(DML∗ (y), c)
|c| · p(y|c) > ∑

c∈I2(y)

dL(DLazy(y), c)
|c| · p(y|c),

and equality can be obtained only in the case |DML∗(y)| =
n + 2. If |DML∗(y)| 6 n− 3 or |DML∗(y)| > n + 3, then
dL(DML∗(y), c) > 3 and since dL(DLazy(y), c) = 2 a strict
inequality holds for each y. In case |DML∗(y)| = n + 2,
dL(DML∗(y), c) > 2 and the inequality holds. Recall that
DML∗(y) returns a word with minimum length which implies
that |DML∗(y)| 6 n + 1.

For y ∈ Σn−2
2 , Lemma 14 implies that m = |DML∗(y)| ∈

{n− 2, n− 1, n, n + 1}. In the following lemmas, we show
that for any m ∈ {n− 2, n− 1, n},

Dm
ML∗ = D

m
EN .

Lemma 15. It holds that

Dm
ML∗ = D

n−2
EN = DLazy.

Proof: Let y ∈ Σn−2
2 be a channel output. Each

y′ ∈ Σn−2
2 such that y′ 6= y satisfies Emb(y′; y) = 0. Hence

Dn−2
EN (y) = y, which implies that Dn−2

EN = DLazy.

In order to show that DLazy = Dn−2
ML∗

, let us consider any
decoder D that outputs words of length n− 2 such that D 6=
DLazy, i.e., there exists y ∈ Σn−2

2 such that D(y) = y′ 6=
y. Since y′ 6= y it holds that I2(y′) 6= I2(y) and hence,
there exists a codeword c ∈ Σn

2 such that c ∈ I2(y) and
c /∈ I2(y′). Equivalently, y ∈ D2(c), y′ /∈ D2(c) and there-
fore dL(c, y′) > 4 (at least one more deletion and one more
insertion are needed in addition to the two insertions needed
for every word in the deletion ball). Hence,

fy(D(y)) = ∑
c′∈Σn

2

dL(D(y), c′)
|c′| p(y|c′)

= ∑
c′∈Σn

2
c′ 6=c

dL(D(y), c′)
|c′| p(y|c′) + dL(D(y), c)

|c| p(y|c)

> ∑
c′∈Σn

2
c′ 6=c

2
|c′| p(y|c′) + dL(D(y), c)

|c| p(y|c)

> ∑
c′∈Σn

2
c′ 6=c

2
|c′| p(y|c′) + 4

|c| p(y|c)

> ∑
c′∈Σn

2

2
|c′| p(y|c′) = fy(DLazy(y)) = fy(Dn−2

EN (y)).

These inequalities state that DLazy is the decoder that min-
imizes fy(D(y)) for any y ∈ Σn−2

2 among all decoders that
return words of length n− 2. Hence, we deduce that the ML∗

decoder of length n− 2 is DLazy.
For the rest of this section we use the following observation,

given two decoder D1 and D2,

fy(D1(y))− fy(D2(y))

= ∑
c:D1(y) 6=c

dL(D1(y), c)
|c| p(y|c)− ∑

c:D2(y) 6=c

dL(D2(y), c)
|c| p(y|c)

=
1
|c|

 ∑
c∈Σn

2

dL(D1(y), c)p(y|c)− ∑
c∈Σn

2

dL(D2(y), c)p(y|c)


=

1
|c| ∑

c∈Σn
2

p(y|c)
(

dL(D1(y), c)− dL(D2(y), c)
)

=
1

(n
2)|c|

∑
c∈Σn

2

Emb(c; y)
(

dL(D1(y), c)− dL(D2(y), c)
)

=
1

(n
2)|c|

∑
c∈I2(y)

Emb(c; y)
(

dL(D1(y), c)− dL(D2(y), c)
)

,

where the last equality holds since for any c ∈ Σn
2 such that

c /∈ I2(y) it holds that Emb(c; y) = 0. Hence when compar-
ing the average decoding error probability of two decoders D1
and D2, it holds that,

fy(D1(y)) > fy(D2(y))

if and only if

∑
c∈I2(y)

Emb(c; y)
(

dL(D1(y), c)− dL(D2(y), c)
)
> 0. (4)

Lemma 16. It holds that

Dn−1
ML∗ = D

n−1
EN .

Proof: By similar arguments to those presented in
Lemma 12, for any channel output y, Dn−1

EN (y) is obtained
from y by prolonging the first longest run of y by one sym-
bol. Let y be the channel output and let D be a decoder such
that |D(y)| = n− 1. Our goal is to prove that the inequality
stated in (4) holds for all y when D1 = D and D2 = Dn−1

EN .



9

This verifies the lemma’s statement. This will be verified in
the following claims.

Claim 17. For any decoder D such that D(y) 6= Dn−1
EN (y) and

|D(y)| = n− 1, where D(y) is obtained from y by prolong-
ing one of the runs in y, the inequality stated in (4) holds.

Proof: Assume that the number of runs in y is ρ(y) = k,
let r j denote the length of the j-th run for 1 6 j 6 k, and
let the i-th run of y be the first longest run of y. Assume
that D(y) is obtained by prolonging the j-th run of y by one
symbol. Since D(y) 6= Dn−1

EN (y) it holds that j 6= i. Note
that

|I1(D(y)) ∩ I1(Dn−1
EN (y))| = 1

since the only word c in this set is the word that is ob-
tained by prolonging the i-th and j-th runs of y. It holds that
dL(D(y), c) = dL(Dn−1

EN (y), c) = 1 and hence this word
can be eliminated from inequality (4). Similarly for words
c such that c /∈ I1(D(y)) and c /∈ I1(Dn−1

EN (y)), we get
that dL(D(y), c) = dL(Dn−1

EN (y), c) = 3 and therefore these
words can also be eliminated from inequality (4). Note that
the number of such words is

|I2 (y)| −
∣∣∣I1

(
Dn−1

EN (y)
)∣∣∣

− |I1 (D(y))|+
∣∣∣I1 (D(y)) ∩ I1

(
Dn−1

EN (y)
)∣∣∣

=

(
n
2

)
+ n + 1− 2(n + 1) + 1 =

(
n
2

)
− n.

Let us consider the remaining 2n words in I2(y).
1) c ∈ I1(Dn−1

EN (y)) and c /∈ I1(D(y)): Since the
embedding number decoder prolongs a run in y,
I1(Dn−1

EN (y)) ⊆ I2(y). Therefore, there are

|I1(Dn−1
EN (y))| − |I1(D(y)) ∩ I1(Dn−1

EN (y))| = n + 1− 1 = n

such words and for each one of them,

dL(D(y), c)) = 3 and dL(Dn−1
EN (y), c) = 1.

We consider three possible options for the word c in this
case. If c is the word obtained by prolonging the i-th
run of y by two symbols, then Emb(c; y) = (ri+2

2 ). Let
c = ch be the word obtained by prolonging the i-th and
the h-th run for h 6= i, j. Since there are t− 2 runs other
than the i-th and the j-th run, the number of such words
is t− 2, while Emb(ch; y) = (ri + 1)(rh + 1). Lastly, if
c is obtained by prolonging the i-th run and creating a
new run in y then Emb(c; y) = ri + 1, and the number
of such words is n− t + 1. Thus,

∑
c∈I1(Dn−1

EN (y))
c/∈I1(D(y))

Emb(c; y)
(

dL(D(y), c)− dL(Dn−1
EN (y), c)

)

= 2

(ri + 2
2

)
+

k

∑
h=1
h 6= j,i

(rh + 1)(ri + 1) + (n− k + 1)(ri + 1)


= 2

((
ri + 2

2

)
+ (ri + 1)(n− 2− r j − ri + k− 2) + (n− k + 1)(ri + 1)

)
= 2

((
ri + 2

2

)
+ (ri + 1)(n− r j − ri + k− 4) + (n− k + 1)(ri + 1)

)
.

2) c /∈ I1(Dn−1
EN (y)) and c ∈ I1(D(y)): The decoder D

prolongs a run in y, and therefore I1(D(y)) ⊆ I2(y).
Similarily to Case 1, there are n such words, and

∑
c/∈I1(Dn−1

EN (y))
c∈I1(D(y))

Emb(c; y)
(

dL(D(y), c)− dL(Dn−1
EN (y), c)

)

= 2

(r j + 2
2

)
+

k

∑
h=1
h 6= j,i

(rh + 1)(r j + 1) + (n− k + 1)(r j + 1)


= 2

((
r j + 2

2

)
+ (r j + 1)(n− 2− r j − ri + k− 2) + (n− k + 1)(r j + 1)

)
= 2

((
r j + 2

2

)
+ (r j + 1)(n− r j − ri + k− 4) + (n− k + 1)(r j + 1)

)
.

Thus,

∑
c∈I2(y)

Emb(c; y)
(

dL(D1(y), c)− dL(D2(y), c)
)

= 2
((

ri + 2
2

)
+ (ri + 1)(n− r j − ri + k− 4) + (n− k + 1)(ri + 1)

)
− 2

((
r j + 2

2

)
+ (r j + 1)(n− r j − ri + k− 4) + (n− k + 1)(r j + 1)

)
> 0,

where the last inequality holds since ri > r j.

Claim 18. For any decoder D such that D(y) 6= Dn−1
EN (y) and

|D(y)| = n− 1, where D(y) is obtained from y by creating a
new run of one symbol in y, the inequality stated in (4) holds.

Proof: Assume that the number of runs in y is ρ(y) = k,
let r j denote the length of the j-th run for 1 6 j 6 k, and let
the i-th run of y be the first longest run of y. As in Claim 17,
if c ∈

(
I1(D(y)) ∩ I1(Dn−1

EN (y))
)

, then c can be eliminated
from (4). In addition, any word c such that c /∈ I1(D(y)) and
c /∈ I1(Dn−1

EN (y)) can be eliminated from (4). Let us consider
the remaining 2n words in I2(y):

1) c ∈ I1(Dn−1
EN (y)) and c /∈ I1(D(y)): From arguments

similar to those presented in Claim 17, there are n such
words and

∑
c∈I1(Dn−1

EN (y))
c/∈I1(D(y))

Emb(c; y)
(

dL(D(y), c)− dL(Dn−1
EN (y), c)

)

= 2
((

ri + 2
2

)
+ (ri + 1)(n− r j − ri + k− 3) + (n− k + 1)(ri + 1)

)
.

2) c /∈ I1(Dn−1
EN (y)) and c ∈ I1(D(y)): As in Claim 17,

the number of such words is n, and for each of these
words,

dL(D(y), c) = 3 and dL(Dn−1
EN (y), c) = 1.

We consider three possible options for the word c in this
case. If c is the word obtained by prolonging the new
run of D(y) by additional symbol then Emb(c; y) = 1.
Let c = ch be the word obtained by prolonging the h-th
run of y for h 6= i and creating the same new run of one
symbol as in D(y). Since there are t− 1 runs other than
the i-th run, the number of such words is t − 1, while
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Emb(ch; y) = (rh + 1). Lastly, if c is obtained by by
creating additional new run in D(y) then Emb(c; y) 6
2 1, and the number of such words is n− t. Hence,

∑
c/∈I1(Dn−1

EN (y))
c∈I1(D(y))

Emb(c; y)
(

dL(D(y), c)− dL(Dn−1
EN (y), c)

)

> 1

1 +
k

∑
h=1
h 6=i

(rh + 1) + 1(n− k)


− 3

1 +
k

∑
h=1
h 6=i

(rh + 1) + 2(n− k)


= −2− 2

t

∑
h=1
h 6=i

(rh + 1)− 5(n− k).

= −2− 2(n− 2− ri + k− 1)− 5(n− k).
= −2(n− ri + k− 2)− 5(n− k).

Thus,

∑
c∈I2(y)

Emb(c; y)
(

dL(D1(y), c)− dL(D2(y), c)
)

> 2
(
(ri + 2) + (ri + 1)(n− 2− ri + k− 1) + (n− k + 1)(ri + 1)

)
− 2(n− ri + k− 2)− 5(n− k)

= 2
(
(ri + 2) + (ri + 1)(n− ri + k− 3)

+ (n− k + 1)(ri + 1)− (n− ri + k− 2)
)
− 5(n− k)

= 2
(
(ri + 2) + (ri + 1)(2n− ri − 2)− (n− ri + k− 2)

)
− 5(n− k)

> 0,

where the last inequality holds for any 1 6 ri , k 6 n.

Claim 19. For any decoder D such that D(y) 6= Dn−1
EN (y) and

|D(y)| = n− 1, where D(y) is not a supersequence of y, the
inequality stated in (4) holds.

Proof: By definition D(y) is not a supersequence of y
which implies that y /∈ D1(D(y)). Note that for any word c ∈
I2(y) such that c /∈ I1(D(y)), it holds that dL(D(y), c) > 3,
while dL(Dn−1

EN (y), c) 6 3. Hence, if I2(y) ∩ I1(D(y)) = ∅
then,

∑
c∈I2(y)

Emb(c; y)
(

dL(D1(y), c)− dL(D2(y), c)
)

> ∑
c∈I2(y)

Emb(c; y)
(

3− 3
)
= 0.

Otherwise, let c be a word such that c ∈
(

I2(y) ∩ I1(D(y))
)

,
let ρ(c) = k′ be the number of runs in c and denote by r′j the
length of the j-th run in c. Let the i-th run in c be the first
longest run in c. Note that y ∈ D2(c) and D(y) ∈ D1(c).
Consider the following distinct cases.

1This value equals two if and only if c is the alternating sequence.

1) There exists an index 1 6 j 6 k′ such that y is obtained
from c by deleting two symbols from the j-th run of c. In
this case, since D(y) is not a supersequence of y, D(y)
must be obtained from c by deleting one symbol from
the h-th run of c for some h 6= j. Hence, c is the unique
word that is obtained by inserting to y the two symbols
that were deleted from the j-th run of c, that is,

I2(y) ∩ I1(D(y)) = {c}.

Note that, Emb(c; y) = (
r′j
2
) 6 (r′i

2) and dL(D(y), c) = 1,
while dL(Dn−1

EN (y), c) ∈ {1, 3}. If dL(Dn−1
EN (y), c) = 1,

(4) holds (since c is the only word in the intersection).
Otherwise dL(Dn−1

EN (y), c) = 3 and our goal is to find
c′ ∈ I2(y) such that

∑
w∈I2(y)

Emb(w; y)
(

dL(D(y), w)− dL(Dn−1
EN (y), w)

)
= ∑

w∈I2(y)
w 6=c,c′

Emb(w; y)
(

dL(D(y), w)− dL(Dn−1
EN (y), w)

)

+ Emb(c; y)
(

dL(D(y), c)− dL(Dn−1
EN (y), c)

)
+ Emb(c′; y)

(
dL(D(y), c′)− dL(Dn−1

EN (y), c′)
)
> 0.

Since dL(D(y), w) − dL(Dn−1
EN (y), w) > 0 for every

w 6= c, it is enough to find c′ ∈ I2(y) such that,

Emb(c; y)
(

dL(D(y), c)− dL(Dn−1
EN (y), c)

)
+ Emb(c′; y)

(
dL(D(y), c′)− dL(Dn−1

EN (y), c′)
)
> 0.

Recall that the embedding number decoder prolongs the
first longest run in y. If the first longest run in c, which
is the i-th run, satisfies i 6= j, this run is also the first
longest run in y. In this case, let c′ be the word ob-
tained from y by prolonging this run by two symbols. It
holds that, dL(Dn−1

EN (y), c′) = 1, dL(D(y), c′) = 5, and
Emb(c′; y) = (r′i+2

2 ). Recall that r′i > r′j and hence,

− 2
(

r′j
2

)
+ 4
(

r′i + 2
2

)
> 0.

Else, if the first longest run in c is the j-th run (i.e.,
i = j) and all the other runs in c are strictly shorter
in more than two symbols from the j-th run. Then, the
j-th run is also the first longest run in y. In this case
D(y) = Dn−1

EN (y) which is a contradiction to the def-
inition of D(y). Otherwise, the longest run in c is the
j-th run and there exists s < j such that r′s + 2 > r′j,
which implies that the s-th run is the first longest run in
y. By Lemma 13, Dn−1

EN prolongs the s-th run of y by
one symbol. Let c′ be the word that is obtained from y
by prolonging the s-th run by two symbols, it holds that
dL(Dn−1

EN (y), c′) = 1, dL(D(y), c′) = 5 and

Emb(c′; y) =
(

r′s + 2
2

)
>
(

r′j
2

)
= Emb(c; y).
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Which implies that ,

− 2
(

r′j
2

)
+ 4
(

r′s + 2
2

)
> 0.

2) There exist 1 6 j < j′ 6 k′ such that y is obtained
from c by deleting one symbol from the j-th run and
one symbol from the j′-th run. Similarly to the previ-
ous case, D(y) must be obtained from c by deleting one
symbol from the h-th run for some h 6= j, j′. Hence, c is
the unique word that is obtained from y by inserting one
symbol to the j-th run, and one symbol to the j′-th run,
that is,

I2(y) ∩ I1(D(y)) = {c}.

Note that Emb(c; y) = r′jr
′
j′ and that dL(D(y), c) = 1

and dL(Dn−1
EN (y), c) ∈ {1, 3}. Similarly to the previous

case we can assume that dL(Dn−1
EN (y), c) = 3 and our

goal is to find a word c′ ∈ I2(y) such that,

Emb(c; y)
(

dL(D(y), c)− dL(Dn−1
EN (y), c)

)
+ Emb(c′; y)

(
dL(D(y), c′)− dL(Dn−1

EN (y), c′)
)
> 0.

Similarly to the previous case, if the i-th run, which is the
first longest run in c satisfies i 6= j, j′, the same run is also
the first longest run in y. Let c′ be the word that is ob-
tained from y by prolonging this longest run by two sym-
bols. It holds that dL(Dn−1

EN (y), c′) = 1, dL(D(y), c′) =
5 and Emb(c′; y) = (r′i+2

2 ), and since, r′i > r′j, r′j′ ,

− 2r′jr
′
j′ + 4

(
r′i + 2

2

)
> 0.

Else, if the first longest run in c is the j-th run, or the
j′-th run (i.e., i ∈ { j, j′}), and the same run is also the
first longest run in y. Then, similarly to the previous
case D(y) = Dn−1

EN (y) which contradicts the definition
of D(y). Otherwise, i ∈ { j, j′}, and there exists s 6= j, j′

such that r′s + 1 > r′j, r′j′ . In other words this run is the

first longest run in y. By Lemma 13, Dn−1
EN prolongs this

run by one symbol. Assume w.l.o.g. that r′j > r′j′ and let
c′ be the word obtained from c by deleting one symbol
from the j′-th run and prolonging the s-th run by one sym-
bol. In this case dL(Dn−1

EN (y), c′) = 1, dL(D(y), c′) = 3
and

Emb(c′; y) = r′j(r
′
s + 1) > r′jr

′
j′ = Emb(c; y).

Therefore,

− 2r′jr
′
j′ + 2r′j(r

′
s + 1) > 0.

Lemma 20. It holds that

Dn
ML∗ = D

n
EN .

Proof: For any channel output y ∈ Σn−2
2 and for any

decoder D, such that |D(y)| = n, we have the following se-
quence of equalities and inequalities,

fy(D(y)) = ∑
c∈Σn

2

dL(D(y), c)
|c| p(y|c)

= ∑
c∈I2(y)

dL(D(y), c)
|c| p(y|c)

(a)
>

2
n ∑

c∈I2(y)
p(y|c)− 2

n
p(y|D(y))

(b)
=

2
n ∑

c∈I2(y)
p(y|c)− 2

n
Emb(D(y); y)

(n
2)

(c)
>

2
n ∑

c∈I2(y)
p(y|c)− 2

n
max
c∈Σn

2

{
Emb(c; y)

(n
2)

}
(d)
=

2
n ∑

c∈I2(y)
p(y|c)− 2

n
Emb(Dn

EN(y); y)
(n

2)

= fy(Dn
EN(y)),

where (a) holds since for every c such that D(y) 6= c it
holds that dL(D(y), c) > 2, and dL(D(y),D(y)) = 0, (b)
is obtained by the definition of the 2-deletion channel, and in
(c) we simply choose the word that maximizes the value of
Emb(c; y), which is the definition of the EN decoder of length
n as derived in step (d). This verifies the lemma’s statement.

Lemma 21. Let y ∈ Σn−2
2 be a channel output. It holds that

|DML∗(y)| 6= n.

Proof: Assume to the contrary that |DML∗(y)| = n. We
show that

fy(DML∗(y)) > fy(DLazy(y)),

which is a contradiction to the definition of the ML∗ decoder
(since the ML∗ decoder is defined to return the shortest word
that minimizes fy(·)). By Lemma 20, Dn

EN(y) is the decoder
that minimizes fy(D(y)) among all other decoders that re-
turn a word of length n for the channel output y. Hence, it is
enough to show that fy(Dn

EN(y))− fy(DLazy(y)) > 0.

Note that since Dn
EN reutrns a word of length n that is a

supersequence of y and therefore any possible output of Dn
EN

is either of distance 0, 2, or 4 from the transmitted word c.
Hence,
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fy(Dn
EN(y))− fy(DLazy(y))

= ∑
c∈I2(y)

p(y|c)
|c|

(
dL(Dn

EN(y), c)− dL(DLazy(y), c)
)

(a)
= ∑

c∈I2(y)
dL(Dn

EN(y),c)=4

p(y|c)
|c| (4− 2)

+ ∑
c∈I2(y)

dL(Dn
EN(y),c)=2

p(y|c)
|c| (2− 2)

+ ∑
c∈I2(y)

dL(Dn
EN(y),c)=0

p(y|c)
|c| (0− 2)

(b)
=

2
n

 ∑
c∈I2(y)

dL(Dn
EN(y),c)=4

p(y|c)− ∑
c∈I2(y)

dL(Dn
EN(y),c)=0

p(y|c)

 ,

where (a) holds since dL(DLazy(y), c) = 2 for every c ∈
I2(y) and (b) holds since |c| = n.

Denote,

Sum4 , ∑
c∈I2(y)

dL(Dn
EN(y),c)=4

p(y|c),

P0 , ∑
c∈I2(y)

dL(Dn
EN(y),c)=0

p(y|c) = p (y|Dn
EN(y)) .

From the above discussion, our objective is to prove that
Sum4 > P0. Recall that |I2(y)| = (n

2) + n + 1. Let the i-th,
i′-th run be the first, second longest run of y, respectively, and
denote their lengths by ri > ri′ . We will bound the number
of possible words c ∈ I2(y) such that dL(Dn

EN(y), c) = 4.

Case 1: Dn
EN prolongs the i-th run by two symbols. There is

one word c ∈ I2(y) such that dL(Dn
EN(y), c) = 0. Note that

the set of words c ∈ I2(y) such that dL(Dn
EN(y), c) = 2

consists of words c that can be obtained from y by prolong-
ing the i-th run by exactly one symbol. Consider the word
y′, which is the word obtained from y by prolonging the i-th
run by exactly one symbol. y′ is a word of length n − 1,
and the words c, such that dL(Dn

EN(y), c) = 2 are all the
words in the radius-1 insertion ball centered at y′ expect to
the word Dn

EN(y). The number of such words is

I1(y′)− 1 = n + 1− 1 = n.

Hence, there are (n
2) words c ∈ I2(y) which satisfy that

dL(Dn
EN(y), c) = 4 and the conditional probability of each

of these words is p(y|c) > 1
(n

2)
. Therefore,

Sum4 = ∑
c∈I2(y)

dL(Dn
EN(y),c)=4

p(y|c) >
(

n
2

)
· 1
(n

2)
= 1.

On the other hand,

P0 =
(ri+2

2 )

(n
2)

6 1,

which implies Sum4 > P0 for every n > 0 and thus,

fy(Dn
EN(y))− fy(DLazy(y)) > 0.

Case 2: Dn
EN(y) prolongs both the i-th run and the i′-th run,

each by one symbol. By Lemma 13, we know that Dn
EN(y)

prolongs these two runs if and only if (ri
2) 6 riri′ , and conse-

quently,
ri − 1

2
6 ri′ < ri.

The only word c ∈ I2(y) that satisfies dL(Dn
EN(y), c) = 0

is the word c = Dn
EN(y). In addition the set of words c ∈

I2(y) such that dL(Dn
EN(y), c) = 2 consists of words c that

can be obtained from y by prolonging either the i-th run or
the i′-run by exactly one symbol. Let y′ be the word obtained
from y by prolonging the i-th run by one symbol and let y′′

be the word obtained from y by prolonging the i′-th run by
one symbol. Similarly to the first case the number of such
words is

I1(y′)− 1 + I1(y′′)− 1 = 2n,

which implies that the number of words c ∈ I2(y) such that
dL(Dn

EN(y), c) = 4 is (n
2)− n and the conditional probabili-

ties of these words satisfy p(y|c) > 1
(n

2)
. Hence,

Sum4 = ∑
c∈I2(y)

dL(Dn
EN(y),c)=4

p(y|c) >
(n

2)− n
(n

2)
.

On the other hand,

P0 =
(ri + 1)(ri′ + 1)

(n
2)

(a)
6

(ri + 1)(n− ri − 1)
(n

2)

(b)
6

( n
2 − 1)2

(n
2)

=
n2

4 − n + 1
(n

2)
,

where (a) holds since ri′ + ri 6 n− 2 and (b) holds since the
maximum of the function f (x) = x(n − x) is achieved for
x = n/2. Hence, Sum4 > P0 when n2

4 − n + 1 6 (n
2)− n,

which holds for all n > 4. Thus, for n > 4,

fy(Dn
EN(y))− fy(DLazy(y)) > 0.

Lemma 22. Let y ∈ Σn−2
2 be a channel output. For any decoder

D, such that D(y) is not a supersequence of y and |D(y)| =
n + 1, it holds that

fy(D(y)) > fy(Dn−1
EN (y)).

Proof: Since D(y) is not a supersequence of y, it is
also not a supersequence of the transmitted word c. There-
fore, for each c ∈ I2(y) it holds that dL(D(y), c) > 3, while
dL(Dn−1

EN (y), c) 6 3. Thus,
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fy(D(y))− fy(Dn−1
EN (y))

= ∑
c∈I2(y)

dL(D(y), c)
|c| p(y|c)− ∑

c∈I2(y)

dL(Dn−1
EN (y), c)
|c| p(y|c)

=
1
|c|

 ∑
c∈I2(y)

dL(D(y), c)p(y|c)− ∑
c∈I2(y)

dL(Dn−1
EN (y), c)p(y|c)


=

1
|c| ∑

c∈I2(y)
p(y|c)

(
dL(D(y), c)− dL(Dn−1

EN (y), c)
)

>
1
|c| ∑

c∈I2(y)
p(y|c) (3− 3) > 0.

Lemma 23. Let y ∈ Σn−2
2 be a channel output. For any de-

coderD, such thatD(y) is a supersequence of y and |D(y)| =
n + 1, it holds that

fy(D(y)) > fy(Dn−1
EN (y)).

Proof: From similar arguments to those presented in
Lemma 16, our goal is to prove that (4) holds for D(y) and
Dn−1

EN (y), i.e., to prove that

∑
c∈I2(y)

Emb(c; y)
(

dL(D(y), c)− dL(Dn−1
EN (y), c)

)
> 0.

Assume that the number of runs in y is ρ(y) = k, let r j de-
note the length of the j-th run for 1 6 j 6 k, and let the i-th
run of y be the first longest run of y. Note that the Leven-
shtein distance of Dn−1

EN (y) from the transmitted word c can
be either 1 or 3. Similarly, D(y) can have distance of 1, 3 or
5 from c. Recall that Dn−1

EN prolongs the i-th run by one sym-
bol and that I1(Dn−1

EN (y)) ⊆ I2(y). D(y) is a supersequence
of y, and hence D(y) is obtained from y by prolonging ex-
isting runs or by creating new runs in y. From the discussion
above, for every word c ∈ I2(y) such that

c /∈
(

I1(Dn−1
EN (y)) ∪ D1(D(y))

)
,

it holds that dL(Dn−1
EN (y), c) = 3 while dL(D(y), c) > 3.

Additionally, every word c ∈ I2(y) such that

c ∈
(

I1(Dn−1
EN (y)) ∩ D1(D(y))

)
,

satisfies dL(Dn−1
EN (y), c) = dL(D(y), c) = 1. Hence, for

these words it holds that dL(D(y), c)− dL(Dn−1
EN (y), c) > 0

and they can be eliminated from inequality (4). In order to
complete the proof, the words c ∈ I2(y) such that

c ∈ I1(Dn−1
EN (y)) and c /∈ D1(D(y))

and the words c ∈ I2(y) such that

c /∈ I1(Dn−1
EN (y)) and c ∈ D1(D(y))

should be considered. For words in the first case it holds that
dL(Dn−1

EN (y), c) = 1 and dL(D(y), c) > 3, while for words

in the latter case, dL(Dn−1
EN (y), c) = 3 and dL(D(y), c) > 1.

Hence,

∑
c∈I2(y)

Emb(c; y)
(

dL(D(y), c)− dL(Dn−1
EN (y), c)

)
> ∑

c∈I2(y)
c∈I1(Dn−1

EN (y))
c/∈D1(D(y))

Emb(c; y)
(

dL(D(y), c)− dL(Dn−1
EN (y), c)

)

+ ∑
c∈I2(y)

c/∈I1(Dn−1
EN (y))

c∈D1(D(y))

Emb(c; y)
(

dL(D(y), c)− dL(Dn−1
EN (y), c)

)

> 2 ∑
c∈I2(y)

c∈I1(Dn−1
EN (y))

c/∈D1(D(y))

Emb(c; y)− 2 ∑
c∈I2(y)

c/∈I1(Dn−1
EN (y))

c∈D1(D(y))

Emb(c; y).

We first assume that D(y) is obtained from y by prolong-
ing the i-th run by exactly one symbol. Let c ∈ I2(y) and
consider the cases mentioned above.

1) c ∈ I1(Dn−1
EN (y)) and c /∈ D1(D(y)): Recall that both

decoders return supersequences of y. By the assumption
D(y) is obtained from y by prolonging the i-th run by
one symbol and then performing two more insertions to
the obtained word. Since c ∈ I1(Dn−1

EN (y)), c must be
obtained from y by prolonging the i-th run and perform-
ing one more insertion. c /∈ D1(D(y)), and therefore the
number of such words equals to

|I1(Dn−1
EN (y))|

−
∣∣∣{c ∈ I2(y) : c ∈ I1(Dn−1

EN (y)) ∩ D1(D(y))
}∣∣∣ .

Note that∣∣∣{c ∈ I2(y) : c ∈ I1(Dn−1
EN (y)) ∩ D1(D(y))

}∣∣∣ 6 2

since the words in the latter intersection are the words
that obtain from y by prolonging the i-th run by one
symbol and then performing one of the two other inser-
tions performed to receive D(y). Hence, there are at least
|I1(Dn−1

EN (y))| − 2 = n− 1 such words in this case and
for each of them Emb(c; y) > (ri + 1). Recall that these
words satisfy d(Dn−1

EN (y), c) = 1 and d(D(y), c) > 3.
2) c /∈ I1(Dn−1

EN (y)) and c ∈ D1(D(y)): By the
assumption, D prolongs the i-th run by one sym-
bol and performs two more insertions into the ob-
tained word and Dn−1

EN prolongs the i-th run by
one symbol. Hence, the words c ∈ I2(y) such that
c /∈ I1(Dn−1

EN (y)) and c ∈ D1(D(y)) can not be ob-
tained from y by prolonging the i-th run. Therefore,
it implies that c is the unique word obtained from
D(y) by deleting the symbol that was inserted to the
i-th run of y. It holds that Emb(c; y) 6 (ri + 1)2 and
dL(Dn−1

EN (y), c) = 3 and dL(D(y), c) = 1.

Note that ri 6 n− 2 since it is the length of the i-th run of
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y ∈ Σn−2
2 . Thus,

2 ∑
c∈I2(y)

c∈I1(Dn−1
EN (y))

c/∈D1(D(y))

Emb(c; y)− 2 ∑
c∈I2(y)

c/∈I1(Dn−1
EN (y))

c∈D1(D(y))

Emb(c; y)

> 2(n− 1)(ri + 1)− 2 · (ri + 1)2

> 2(ri + 1)2 − 2 · (ri + 1)2 > 0.

Second we assume that D(y) is obtained from y by pro-
longing the i-th run by at least two symbols. In this case, it
holds that (D1(D(y)) ∩ I2(y)) ⊆ I1(Dn−1

EN (y)), which im-
plies that∣∣∣{c ∈ I2(y) : c /∈ I1(Dn−1

EN (y)) and c ∈ D1(D(y))
}∣∣∣ = 0,

and therefore,

2 ∑
c∈I2(y)

c∈I1(Dn−1
EN (y))

c/∈D1(D(y))

Emb(c; y)− 2 ∑
c∈I2(y)

c/∈I1(Dn−1
EN (y))

c∈D1(D(y))

Emb(c; y) > 0.

Lastly, we assume that D(y) is obtained from y by three
insertions such that neither of these insertions prolongs the
i-th run. It holds that,∣∣∣{c ∈ I2(y) : c ∈ I1(Dn−1

EN (y)) ∩ D1(D(y))
}∣∣∣ = 0.

Therefore the number of words c ∈ I2(y) such that c ∈
I1(Dn−1

EN (y)) and c /∈ D1(D(y)) equals to |I1(Dn−1
EN (y))| =

n + 1. For any such word c it holds that Emb(c; y) > ri + 1.
Furthermore, |D1(D(y))| equals to the number of runs in
D(y) [26] and any c ∈ D1(D(y)) ∩ I2(y) is obtained
from D(y) by deleting one symbol of the three insertions
to y in order to obtain D(y). Hence, there are at most
three such words, and each is obtained by deleting one of
the three inserted symbols. Let c be one of those words. If
the two remaining symbols belong to the same run, then
Emb(c; y) = (m

2 ) where m is the length of this run in c and
m 6 ri + 2. In this case consider the word c′ that is obtained
by prolonging the i-th run of y by two symbols. It holds that,

Emb(c′; y) =
(

ri + 2
2

)
>
(

m
2

)
= Emb(c; y).

Otherwise, Emb(c; y) = m1m2 where m1 and m2 are the
lengths of the runs that include the remaining inserted sym-
bols and m1, m2 6 ri + 1. Let c′ be the word that is ob-
tained from y by prolonging the i-th run and the run of length
max{m1 − 1, m2 − 1} that is prolonged by D. In this case,

Emb(c′; y) = m1(ri + 1) > m1m2 = Emb(c; y).

Note that there is at most one such word c that is obtained
by prolonging the same run with two symbols, which implies
that there is always a selection of words c′ such that,

2 ∑
c∈I2(y)

c∈I1(Dn−1
EN (y))

c/∈D1(D(y))

Emb(c; y)− 2 ∑
c∈I2(y)

c/∈I1(Dn−1
EN (y))

c∈D1(D(y))

Emb(c; y) > 0.

We proved that for any decoder D such that D(y) is a super-
sequence y and |D(y)| = n + 1,

2 ∑
c∈I2(y)

c∈I1(Dn−1
EN (y))

c/∈D1(D(y))

Emb(c; y)− 2 ∑
c∈I2(y)

c/∈I1(Dn−1
EN (y))

c∈D1(D(y))

Emb(c; y) > 0.

Thus,

fy(D(y))− fy(Dn−1
EN (y)) > 0.

From the previous lemmas it holds that for a given chan-
nel output y ∈ Σn−2

2 , the length of DML∗(y) is either n− 1
or n. Lemma 16 implies that if |DML∗(y)| = n − 1, then
DML∗(y) = Dn−1

EN (y). In the following result we define a con-
dition on the length of the longest run in y to decide whether
prolonging it by one symbol can minimize the average de-
coding error probability. In other words, this result defines a
criteria on a given channel output y to define whether using
the same output as DLazy or using the same output as Dn−1

EN is
better in terms of minimizing fy(D(y)) (and therefore mini-
mizing the error probability). An immediate conclusion of this
result is Theorem 25 which determines the ML∗ decoder for
the case of a single 2-deletion channel.

Lemma 24. Let y ∈ Σn−2
2 be a channel output, such that the

number of runs in y is ρ(y) = k, and the first longest run in y
is the i-th run. Denote by r j the length of the j-th for 1 6 j 6 k.
It holds that

fy(Dn−1
EN (y))− fy(DLazy(y)) > 0

if and only if

2n2 − 4nri − 6n + r2
i + 3ri + k + 1 > 0.

Proof: By Lemma 12, Dn−1
EN prolongs the i-th run of y by

one symbol. Therefore, the Levenshtein distance of Dn−1
EN (y)

from the transmitted word c can be either 1 or 3. Hence,

fy(Dn−1
EN (y))− fy(DLazy(y))

= ∑
c∈I2(y)

p(y|c)
|c|

(
dL(Dn−1

EN (y), c)− dL(DLazy(y), c)
)

= ∑
c∈I2(y)

dL(Dn−1
EN (y),c)=3

p(y|c)
|c| (3− 2)

+ ∑
c∈I2(y)

dL(Dn−1
EN (y),c)=1

p(y|c)
|c| (1− 2)

=
1
n

 ∑
c∈I2(y)

dL(Dn−1
EN (y),c)=3

p(y|c)− ∑
c∈I2(y)

dL(Dn−1
EN (y),c)=1

p(y|c)

 .
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Denote

Sum3 , ∑
c∈I2(y)

dL(Dn−1
EN (y),c)=3

p(y|c),

Sum1 , ∑
c∈I2(y)

dL(Dn−1
EN (y),c)=1

p(y|c).

Let us prove that

2n2 − 4nri − 6n + r2
i + 3ri + k + 1 > 0

is a necessary and sufficient condition for the inequality
Sum3 > Sum1 to hold. First, we count the number of words
c ∈ I2(y) such that dL(Dn−1

EN (y), c) = 1. Each such c is a
supersequence of Dn−1

EN (y) and therefore c can be obtained
from y only by one of the three following ways. The first
way is by prolonging the i-th run and the j-th of y for j 6= i,
each by one symbol. The number of such words is k − 1.
The second way is by prolonging the i-th run in y by one
symbol and creating a new run in y. The number of op-
tions to create a new run in y is n − k + 1 and therefore,
there are n − k + 1 such words. The third way is by pro-
longing the i-th run by two symbols and there is only one
such word. Hence, the total number of words c ∈ I2(y) such
that dL(Dn−1

EN (y), c) = 1 is n + 1 = |I1(Dn−1
EN (y))|. Among

them, the k − 1 words that are obtained by the first way
has an embedding number of Emb(c; y) = (ri + 1)(r j + 1).
Similarly the n− k + 1 words that are obtained from y us-
ing the second way satisfy Emb(c; y) = ri + 1. Lastly, for
the word c that is obtained by prolonging the i-th run of y
by two symbols it holds that Emb(c; y) = (ri+2

2 ). Hence,

Sum1 = ∑
c∈I2(y)

dL(Dn−1
EN (y),c)=1

p(y|c)

=
(ri+2

2 )

(n
2)

+ ∑
16 j6k

j 6=i

(ri + 1)(r j + 1)
(n

2)
+

n−k+1

∑
j=1

(ri + 1)
(n

2)

(a)
=

(ri + 2)(ri + 1)
2(n

2)
+

(n− ri − 2 + k− 1)(ri + 1)
(n

2)

+
(n− k + 1)(ri + 1)

(n
2)

=
(2n− ri

2 − 1) · (ri + 1)
(n

2)
=

(4n− ri − 2) · (ri + 1)
n · (n− 1)

,

where (a) holds since ∑ j 6=i r j = n− 2− ri.
Next, let us evaluate the summation Sum3. Note that if

dL(Dn−1
EN (y), c) = 3 then c is not in a supersequence of

Dn−1
EN (y), and hence c /∈ I1(Dn−1

EN (y)). The words that
contribute to the summation Sum3 can be divided to three
different types of words c ∈ I2(y).

Case 1: Let C1 ⊆ I2(y) be the set of words c ∈ C1, such
that c includes additional run(s) that does not appear in y.
Such additional runs can be either one run of length 2, or
two runs of length 1 each. The number of words such that
the length of the new run is two is n − k. And the number

of words with two additional runs is (n−k
2 ). Additionally, for

c ∈ C1, Emb(c; y) = 1, which implies,

∑
c∈C1

p(y|c) = ∑
c∈C1

1
(n

2)

=
1
(n

2)

((
n− k

2

)
+ n− k

)
=

2
n(n− 1)

(
(n− k− 1)(n− k)

2
+ n− k

)
=

(n− k)(n− k + 1)
n(n− 1)

.

Case 2: Let C2 ⊆ I2(y) be the set of words c ∈ C2, such
that c is obtained from y by prolonging the j-th run and by
creating a new run in y. Note that the prolonged run cannot
be the i-th run in order to ensure dL(Dn−1

EN (y), c) = 3, i.e.,
j 6= i. The number of words in C2 is (k− 1)(n− k+ 1), since
there are k− 1 options for the index j, and n− k + 1 ways
to create a new run in the obtained word. For such a word
c ∈ C2, it holds that Emb(c; y) = r j + 1 and hence,

∑
c∈C2

p(y|c) = ∑
16 j6k

j 6=i

(n− k + 1) ·
r j + 1
(n

2)

=
(n− k + 1)

(n
2)

∑
16 j6k

j 6=i

(r j + 1)

=
2(n− k + 1)

n(n− 1)
(n− ri + k− 3).

Case 3: Let C3 ⊆ I2(y) be the set of words c ∈ C3, such
that c is obtained from y by prolonging one or two exist-
ing runs in y (other than the i-th run). The number of words
c ∈ C3 obtained from y by prolonging a single run by two
symbols is k − 1. If the j-th run is the prolonged run then
Emb(c; y) = (

r j+2
2 ). Additionally, there are (k−1

2 ) words in
C3 that are obtained by prolonging the j-th and the j′-th runs
of y, each by one symbol. These words satisfy Emb(c; y) =
(r j + 1)(r j′ + 1). Therefore,

∑
c∈C3

p(y|c) = ∑
16 j6k

j 6=i

(
r j+2

2 )

(n
2)

+ ∑
16 j< j′6k

j, j′ 6=i

(r j′ + 1)(r j + 1)

(n
2)

=
2

n(n− 1)

(
∑

16 j6k
j 6=i

(r j + 2)(r j + 1)
2

+
1
2 ∑

16 j6k
j 6=i

∑
16 j′6k

j′ 6=i

(r j + 1)(r j′ + 1)− 1
2 ∑

16 j6k
j 6=i

(r j + 1)2
)

=
2

n(n− 1)
·
(1

2 ∑
16 j6k

j 6=i

(r2
j + 3r j + 2)

+
1
2
(n− ri + k− 3)2 − 1

2 ∑
16 j6k

j 6=i

r2
j − ∑

16 j6k
j 6=i

r j −
k− 1

2

)

=
(n− ri + k− 3)(n− ri + k− 2)

n(n− 1)
.
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Thus,

Sum3 = ∑
c∈I2(y)

dL(Dn−1
EN (y),c)=3

p(y|c)

= ∑
c∈C1

p(y|c) + ∑
c∈C2

p(y|c) + ∑
c∈C3

p(y|c)

=
(n− k)(n− k + 1)

n(n− 1)

+
(n− ri + k− 3)

n(n− 1)
· (3n− k− ri)

=
1

n(n− 1)
· (4n2 − 4nri − 8n + r2

i + 3ri + 2k).

It holds that Sum3 − Sum1 > 0 if and only if

4n2 − 4nri − 8n + r2
i + 3ri + 2k > 4n(ri + 1)− r2

i − 3ri − 2

2n2 − 4nri − 6n + r2
i + 3ri + k + 1 > 0.

Using this result we can explicitly define the ML∗ decoder
DML∗ . This decoder works as follows. For each word y it
calculates the number of runs t and the length of the longest
run ri and then checks if

2n2 − 4nri − 6n + r2
i + 3ri + k + 1 > 0. (5)

If this condition holds, the decoder works as the lazy decoder
and simply returns the word y. Otherwise, it acts like the em-
bedding number decoder of length n− 1 and prolongs the first
longest run by one. This result is summarized in the following
theorem.

Theorem 25. The ML∗ decoder DML∗ for a single 2-deletion
channel is a decoder that performs as the lazy decoder if in-
equality (5) holds and otherwise it acts like the embedding
number decoder of length n− 1. i.e.,

DML∗(y) =

{
DLazy(y) inequality (5) holds ,
Dn−1

EN (y) otherwise.

Proof: Using the previous lemmas, one can verify that
DML∗ minimizes the average decoding error probability for
any possible channel output y and hence it is the ML∗ de-
coder.

The result of Theorem 25 implies that if the ML∗ decoder
chooses the same output as the decoder Dn−1

EN then inequality
(5) does not hold. It can be shown that this implies that ri >
(2−

√
2)n and thus, by Claim 7, in almost all cases the output

of the ML∗ decoder is the lazy decoder’s output.

APPENDIX A

Claim 7. For all n > 1 it holds that τ((Σ2)
n) 6 2 log(n).

Proof: For 1 6 r 6 n, let N(r) denote the number of
words in Σn

2 which the length of their maximal run is r. Note
that N(r) 6 n2n−r−1. This holds since we can set the loca-
tion of the maximal run to start at some index i, which has
less than n options. There are two options for the bit value
in the maximal run, the two bits before and after the run are

fixed and have to opposite to the bit value in the run, and the
rest of the bits can be arbitrary. Then, it holds that

τ((Σ2)
n) =

∑
n
r=1 rN(r)

2n =
∑
`(n)
r=1 rN(r)

2n +
∑

n
r=`(n)+1 rN(r)

2n

6
∑
`(n)
r=1 `(n)N(r)

2n +
∑

n
r=`(n)+1 rn2n−r−1

2n

=
`(n)∑

`(n)
r=1 N(r)
2n +

n2n−1
∑

n
r=`(n)+1 r2−r

2n

6
`(n)2n

2n +
n2n−1 · n2−`(n)−1

2n = `(n) +
n2

2`(n)+2
.

Finally, by setting `(n) = d2 log(n)e − 2 we get that

τ((Σ2)
n) 6 d2 log(n)e − 2 +

n2

2d2 log(n)e

6 d2 log(n)e − 1 6 2 log(n).
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